|, Model

(&) JVMPIC{AI_‘;IM) u\dmgs}a)ﬂﬂs; KJ‘ ) ueﬁ jhﬁcf'/d

(b) max E tz ¢l (o) v\ (Q-A«Zmy u}ﬁ(lﬁhnu\m»j\);
2 (") jt km%

&C_[

C’x_\ ClT: i + Corstairws € Lom far A
._) /XH - f‘
Kevy /}\m < PEi [}1)». (°( A Gy l“r)l
e 3 g tgey o, G AL

) wo <
tGI, A3 0y, (o2, )
(

Lec| ' A, -( K )Jg
(_\.ﬁ ‘\c,t” Ot
:‘[ﬂ Oz = 6a
O
M| 9‘,+(‘K:(> {6, 20 5

- Q-
\‘\\\v] Q‘Lﬂ = B Eq[ /)”lﬁw ( o A‘h\ L(\‘o( l X \‘0-) { e;ﬂ\f) ( Gy tH‘ >]
e



W vik)-= '“ax % ly ( GV A~ k)

> pE V (. \th)) §
foc)
|

‘&,ﬂ Z‘T < pLJr V (,L\'H>

v lo s ,
B z\n’ Pc Sd*,l qDJVOQ“ F

V‘L): a (0\5*09 Ky ») '\'(]\)

Combif\& +a 7-7\'

: Qo t K=
ST (et ™ )]

New s ©+r® fem (C) .
Oy - é’b L
o @ r,vel\w
> o= « °‘°"1
& =pnle, MRS AR L%

wh tosme) V)
- - el (e W2 Nl Ve
v o



&) In SP. LoD~y gmmlﬁ state ¢A70/U ;l\__
y‘\o—l |§ tq, -
‘—P = () ¢ > k= (P (oiwu)}
1
> K:(ﬁ(“”h)\-d‘o‘“
o TE

1, dewny ol MMMW\?, ‘Lq
Lo KT e s (F’(od> b
P

-

Sineg W u/wﬁmg /ong.\vel ond B 49(&%0\‘)
s dear Ht lotlor s Smodler



X <k
C{: Kt« & (-P_)L‘_ Lo, @
b) we lewe -
2 () .
1
Ka -]
’ (';3'“@5 - K
}—/ ’ prM MI{V 0.0\[#»0,\
(om RC. i
C‘ \(‘M% N Q@K K = K G—Kss

| = E EL(C;( ”f o(ﬁ., \)k)u s—)]

B CplCes )
gti\,sw"g g’l: UE((*) (.OL Q,)V((ak*«. )k)+\5’)
QXP(CH /l’ww/"f ' Jr) [J\

1 oyl

Ck\Qg :—N}% (oA ey/( (d-‘r(»«)&) IR &')
thh ¢ - Qﬂ»( ‘ )L)(plc) ‘»Lp

exple)
gﬁ*\\ss - ,’i“zi A )/)0 ((Aw\\ |)k> [ oLxa,- )
vyl e)

Slg,:gi“«g% CVCH\) A o<l< (.,uqo-\)ym]



C
.-
3
-
-;—)
b -
L,
.
(4
M
(\L

?D
Yy
(
C,
)
Lt
o
¢
Y
o) i
)
~ (i~
&)
J.?(
ﬂ(
&
\)
¥ Lx/
(4
m) =
20

sac
(’;: &
“ s L:Ptcj
f)LK)

.gl
et~
N 3%
0 (
(4
14
o)k
)
(4
f%)
- ([
)
3%
/(&)

SO
L o~ |;'
<3 14
S. C
2
t
1
K }L
{
| (
\<
R
Lo
Q,
\,?)
k
1






Q4.
| would start by noting that the only aggregate state variable (the only way
that agents are connected, effectively) is through equation (4). Second, |
would note that we are only looking for a steady-state: once we know
steady-state \bar K, we can solve the agent’s individual problem without
referring to other agent’s choices. With those observations, | would

1. Conjecture a value for \bar K, and assume that individual capital stocks
all start at \bar K

2. Solve for individual optimal investment decision as a function of K(i,t)
taking as given \bar K. For this step, | could use a variety of approaches,
but the one | would naturally use is to use the “hat” basis functions to
conjecture a policy k(i,t+1) = h(k(i,t), eps(i,t)) and then use projection
method to find the best approximate individual policies.

In step 2, | would approximate expectations by using the Gaussian-Hermite
quadratiture to approximate the distribution of eps(i,t+1) faced by the agent.

3. Using this policy function, | would draw a large random sample of eps(i,t)
and compute the optimal capital choice k(i,t) = h( k(i,t), eps(i,t)). (Inthe
first iteration, k(i,t) = \bar K.) Using this large population, could update by

guess of \bar K.

4. | would iterate on steps (1)-(3) updating both individual and aggregate
capital at each step, until convergence.
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Q4.
I would start by noting that the only aggregate state variable (the only way that agents are connected, effectively) is through equation (4). Second,  I would note that we are only looking for a steady-state: once we know steady-state \bar K, we can solve the agent’s individual problem without referring to other agent’s choices.  With those observations, I would

1. Conjecture a value for \bar K, and assume that individual capital stocks all start at \bar K

2. Solve for individual optimal investment decision as a function of K(i,t) taking as given \bar K.  For this step, I could use a variety of approaches, but the one I would naturally use is to use the “hat” basis functions to conjecture a policy k(i,t+1) = h(k(i,t), eps(i,t)) and then use projection method to find the best approximate individual policies.

In step 2, I would approximate expectations by using the Gaussian-Hermite quadratiture to approximate the distribution of eps(i,t+1) faced by the agent.

3. Using this policy function, I would draw a large random sample of eps(i,t) and compute the optimal capital choice k(i,t) = h( k(i,t), eps(i,t)).   (In the first iteration, k(i,t) = \bar K.) Using this large population, could update by guess of \bar K.

4. I would iterate on steps (1)-(3) updating both individual and aggregate capital at each step, until convergence.


