Fcon 6190 Problem Set 2

Fall 2024

. [Hansen 4.9] Suppose that X; are in.i.d. (independent but not necessarily identically dis-
tributed) with E[X;] = p; and var[X;] = o7.

(a) Find E[X];

(b) Find var[X].

. [Mid term, 2022] Let X ~ N(u,o?) for some unknown x and known o?. Furthermore, suppose
I believe that 4 can only take two values, 2 or —%, and I believe P{yy = 3} = 3, and P{u =
—% = % Now, I draw a single observation X; from the distribution of X, and it turns out
X7 < 0. Given that I observe X; < 0, what is my updated probability that u = %? That is,
find P{p = 3|X; < 0}. The following notations can be useful: ®(t) is the cdf of a standard

normal, and ¢(t) is the pdf of a standard normal.

. [Hansen, 5.2, 5.3] For the standard normal density ¢(x), show that ¢'(x) = —z¢(x). Then, use
integration by parts to show that E[Z?] = 1 for Z ~ N(0, 1).

. |[Mid term, 2023| If X is normal with mean g and variance ¢, it has the following pdf

F@) = —— exp (—1M> forzeR.

oV 21 2 o2

Let X and Y be jointly normal with the joint pdf

2

1 1 x? pTYy Y ))
T,y) = exp| ——— | & — 2 + = , for x,y € R 1
f(@y) 2roxoy+/1 — p? P ( 2(1 - p?) (0§< oxoy 0% Y o

where ox > 0,0y > 0 and —1 < p < 1 are some constants.

(a) Without using the properties of jointly normal distributions, show that the marginal

distribution of Y is normal with mean 0 and variance o%.

(b) If you cannot work (a) out, assume it is true and move on. Derive the conditional dis-

tribution of X given Y = y. (Hint: it should be normal with mean ‘;—;(py and variance
(1= p*)o%)-



(c) Let Z = % — Y. Show Y and Z are independent. Clearly state your reasoning. (Hint:

For this question, you can use the properties of jointly normal distributions.)

5. [Hansen 5.18, 5.19] Show that:

(a) If e ~ N(0, [,0%) and HH = I,,, then u = H'e ~ N(0, [,,6?).
(b) If e ~ N(0,%) and ¥ = AA’, then u = A~'e ~ N(0, I,,).

6. [Hansen 6.13] Let 62 = L 3" (X, — X)? Find the covariance of 62 and X. Under what con-
dition is this zero? [Hint: This exercise shows that the zero correlation between the numerator
and the denominator of the t ratio does not always hold when the random sample is not from

a normal distribution].
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Answer: By the Bayes rule for events:

1 P{p=3,X <0}
P{u=-|X, <0} = 2
=3l <0 =% <0

P{p = 3}P{X: < Olu = 3}

>~

Vs

- P{u=3P{X: <O =3} + P{u=—5}P{Xi <Olu=—3}

We know P{u = %} = P{u = _%} _ 1

= 5. It suffices to calculate P{X; < Olp =

3} and

P{X; < 0|p = —1}. Since X; ~ N(y,0?), Z=# ~ N(0,1). Thus, P{X; < 0|p} = P{&% <

—£} = ®(=F). Therefore,

’l\')h—l

PLX) < 0lu= 5} = ®(—2)

1 1
P{X; <Olu=—3}=2(2)

It follows

1
P{u=-X —
{u 2| 1 < 0} .

_ 1—®(5) B
S 1-d(L)+e()




2,

a) derivative of the standard normal density:

22
The standard normal density function is given by ¢(x) = \/}Z_ﬂfz_T.
Use the chain rule to find ¢'(x),
d 1 22
o) = 1 (=)
dx \ /27
1 22
=—x € = —x¢(x)

So, we have ¢/'(r) = —z¢(x).
b) use integration by parts to show that E[Z?] = 1:

For a standard normal random variable Z ~ N(0, 1), the expectation E[Z?] is given by:

E[Z?] = /°° 2*¢(x) dx.

oo

Use integration by parts. Define u(x) = 2 and dv = x¢(x) dr, which implies:

du = dx
v(x) = —¢(x) (since i(—@(i)) = x¢(x))

dx

o0
— [ vdu.
— 00

Recall the integration by parts formula:

/ wdv = uv

Substituting into the formula:

/00 22¢(x) de = —xé(x) - + /90 o(x) dx

o0

oo

The first term —x¢(x)

are left with:

evaluates to 0, because as x — 0o or & — —o0, x¢(x) — 0. Thus, we

—00

E[Z% = /OC o(x)dr =1
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Answer:

0= [ fap)do

oy | (7 2+ 7))
exp — — TR xr
27rc7XUy 1-— 21_/’2) o% 0X0y UY
2 2
x pry P’y Yy
exp — —2 +— + dx
27r0’Xo'y\/1— / ( 2 I_Pz) <U§< 0x0y ‘7) ‘7)) 0Y>>
/ex 1 (i_@)xw i
27’['0')(0'1/\/1— 2 P2) 0x Oy U%’

1 < 192 )/ 1 ( x py)2 P
= ——————exp | —=-75 exp | — — = z
2roxoy\/1— p? P 20% P 2(1—-p2) \ox oy
1 1 y2) 1 < py>2 .

=—————&exp| =55 exp| ————~ ([t — — dt(by change of variable
2roy /1 — p? ( 20%/ 2(1 - p?) oy ( )
1 192 1 / < 1 Py )
= exp| =% | ——= [ exp| —————=(t — dt
2moy p( 202 ) \on 1— p? P 2(1—/)2)( UY)

e (3 (%))
— xp—= (%)),
2noy P 2 \o%

where the last equality follows as ‘/2_”;\/@ fexp (_2(1£—p2)(t — %)2> dt = 1, since it is

o

the integration of the pdf of a normal random variable with mean % and variance 1 — p?

(b

Answer:

R AC2Y)
fxiy(zly) = 7y

as required.
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Answer: As Z is a linear combination of (X,Y), Y is also (trivially) a linear combination

of (X,Y), and (X,Y) are jointly normal, it follows that (Y, Z) are jointly normal as well.
We calculate the covariance between Z and Y :

X 1
Cov(Z,Y) = Cou( > — Ly ¥y = —Cou(X,Y) - LVar(y)
0x Oy 0x Oy
1
= —O0x0yp — i0'12/
Ox Oy
= oyp — poy =0.

As Z and 'Y are jointly normal, Cov(Z,Y) = 0 implies that Z and Y are independent.
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(b).  Soma (gjic, ol oboves.

w= A'e  shwld fotlod nomnal distibition
FUL= En'e) =0

Vor U = Vor (A" €) =

#.
© cov (X &)
= ,E(c><—u+vt)6l ) — F UX) £8”
= E((X-u)&" ) + uEe - EES

we con check.  E X ~ W) cx)»uxf' =0

U?\j)
7‘\; S 5; ( Xi-u) [cx.'—u)l——n(u—x"n)lJ
n — 3
= 7\\1 E {_;[[X\'—U\)s —nz(xn—u)}
3
= AT 3 — n
B # \)_ t (Xi-—u) - n E (%\%QX"-UQ}
-\ 3 ( 2 3
= [nEocw - o £ (x-uy ]
-\ 3
Z”KZ E (xX-u)

Cov (R‘ G-L =o If 1w ThirA Lszm’ﬂzv\vweww.n‘\ =Q.

Chede. wore detoils in cedion 3 netes .



