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10:10 am - 11:30 am, 8 October 2024

Instructions

This exam contains one question consisting of mine smaller questions on two

pages. Answer all questions. Remember to always explain your answer. Good luck!

Useful results:
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then

o If X ~ X3, then E[X]| =k, Var(X) = 2k.

1. We observe a random sample {X7, X5, ... X,,} from a normal distribution with unknown mean

p € R, unknown variance o2 and a pdf

F@) = —— exp (—1M) forz € R.

oV 2w 2 o2

Answer the following questions.

(a) [10 pts] Show the first derivative of f(x), f(x), equals —%f(q:) (I—;’i)

Answer: Standard question.

(b) [10 pts] Let T} = 535 (X, — X1)%. Prove that T} ~ x2.
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Answer: Standard question. See class note.

(¢) [10 pts] Let T = T} + 3% (X3 — X3)?, where X5 = (X + X,). Prove that 75 ~ x3. For
simplicity, you may assume that X, is independent of Tj.

Answer: Standard question. See class note.

(d) [10 pts] Let ji; = X; be an estimator of u. Calculate the bias, variance, and mean square
error (MSE) of fi;.



Answer: E[f] = E[X;] = E[X] = p by random sampling assumption. So

bZGS(ﬂ ) = E[u] — 0,
var(fiy) = E [(ﬂ 1)7]
=E[(X, }
= [( w’]
MSE(jiy) = [bz'aS(/l1)]2 + var(fi1)

(e) [15 Pts] Propose an unbiased estimator for the variance of [i;, say, VAar(/ll), and prove

its unbiasedness. Then, find the variance of Var(ji).
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Answer: Since var(ji1) = 02, an unbiased estimator for o? is

n—1 ,
=1 =1

The proof of unbiasedness follows class notes. To find var(s?), note since we assumed a

normal sampling model, it follows

(n—1)s?
Q" Xn—1s

and as a result, var ((n;—é)sz> = 2(n —1). Furthermore,

war (12 1)52) _ (@),

o2 ot

we conclude that var(s?) = DT = a1

For the rest of the questions below, assume that o2 is known.

(f) [10 Pts| Show T3 = £+ >~ | X, is a sufficient statistic for y using Factorization Theorem.

Answer: Standard question. See class note.

(g) [15 Pts] Find the joint distribution of (fi;,73). Carefully state your reasoning.
Answer: Note iy = X1, Ty = %Z?:l X;, both of which are linear combinations of

(X1, Xy,... X)) ~ multivariate normal distribution.
As a result, (fi1,T3) also follows a multivariate normal distribution:
o\ o[ Elil var(fin)  Cov(fir, Ts)
T3 E [Tg] ’ COU(ﬂl,Tg) ’UCLT’(Tg) ’
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where note B [ji1] = p, E[T3] = p, var(fy) = o2, and var(Ty) = %2 Now,
1 n
Cov(jin,T5) = Cov( Xy, — X
OU(Mh 3) 01)( 1, n Zzl )

1 n
= — E CO’U(Xl, Xz)
n =1

1
= —0'2,

since Cov(X1,X;) = 0 for all i # 1 (by independence assumption)and Cov(Xi, X;) =

var(X,) = o?. As a result,
o\ N U | o?
T3 12 %0'2

(a) [15 Pts] Now, consider the following Blackwell-ized estimator of fi;:

S=3=
Q. 9
I
~
~__—

fiz = E[fiy | Ts].

Derive the analytic form of fis.

Answer: Since (j11,T3)" follows a multivariate normal distribution, the conditional distri-

bution i1 | T3 is also normal, and in particular,

R R var( [l
Elju | T3] = Eln] + L) 7wy
var(7T3)
where
p _ CO’U(ﬂl, T3)
Vvar(in)y/var(Ty)
152 1
J— O- %2 p— ﬁ'
Hence,

1
Eji | T3] = (T —
[ | T3] = p+ 0_2\/5(3 1)
=p+T5—p
=1T5.

That iS, ,ELQ = Tg.

(b) [5 Pts] Compare the MSE of ji; and T5. Which one is more efficient?
Answer: Since fio = T3, they are equally efficient.



