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1. We have that the marginal density for a uniform random variable is fx(x) = L,¢(p,041). Thus, the
joint pdf is
1 X, €0,0+1)Vi=1,2,...
flagy={ L e 00
0 otherwise

Consider the statistic T(X) = (min; X;, max; X;) == (z(1), 2(™). This is a sufficient statistic by the
factorization theorem, as taking g(7'(X) [ 0) = Ly<,) om<pi1 = Loe(am —1,00) and h(z) = 1, we get
that f(z | 0) = g(T(X) | 0)h(z). Take some z,y € X. Then we have that

f 0 9 g (x(n) - 1,.73(1)),9 € (y(n) - 1ay(l))
; T _ ={1 fe @™ —1,200),0e y™ —1,ym)
’ 0o 0 (2™ —1,20),0 ¢ (W - 1,y)

This ratio is not dependent on 6 if and only if (z(™ — 1,2(1)) = (y™ —1,9M), so T is a minimal
sufficient statistic for 6.

2. Suppose X ~ N(u,o?) for unknown g and known o2. We are interested in estimating p.

(a) Consider the statistic T(X) = X, which we showed in class was sufficient because taking g(X |
_ n 2
1) = exp (— n()gg_z”)z) and h(z) = (ﬁa) exp <—Zi=1(2#), we get that

n n 72 7 2
o X Lponte) = (o ) e (=GR Yoy (MO0
1y > i (Xi = X)? + (X — p)?
~(73r7) o (BN
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V2o 202
=[x ]p
To show that it is minimal, consider samples X ~ {X1,...,X,} and Y ~ {Y7,...,Y,}. We get

that

n S n 2
I G

(-
FY T (2n0)=n/2 exp ( (n—1)s3 +n(¥ #)2)

202

((n—1>(2— 2) +n(Y — X) + 2nu(X — Y))

= exp 20_2

Which does not depend on y if and only if X =Y, so T(X) = X is minimal.
(b) Suppose 02 =1 and n = 1. Consider the estimator 0= %Xl for some ¢ > 0.

i. The MSE of 6 is ) X R
MSE(f) = bias(6)? + Var(d)



We have that

o ; c? ? 1
bias(#) = E[0] — 6 = mE[Xl] —u=p <m — 1> )
So the estimator is not unbiased. We also have that
. . . c2 2 A oA
Var(9) = E[(6 — E[6)*] = E (Cz — —u)) = @ EE - = ey

Thus, we have that

ii. We will first find

Where ~ ~
bias(§) =E[0] -0 =E[X1] —p=p—pn=0

and R } 3
Var(f) = E[(6 — E[0])*] = E[(X: — n)*] =1

Thus, MSE(f) = 1. We have that
MSE(f) > MSE(f) <= p? > 2¢2 +1

Thus, if u2 > 2¢® + 1, 6 is more efficient than 6.

iii. From my answer to (i), when p = ¢, then % + ¢* < (2 4 1)2, so 6 is more efficient because

MSE(d) < 1 = MSE(d).
3. We have that 62 = L 3" | (X; — X)? is an estimator for 6% = Var(X). We have that

% zn:(Xz' - X)Ql

1
(D)
n
where the last equality follows from a theorem in class that E[s?] = 0?. We thus have that the bias of
6% is 2
1
bias(6?) = E[6?] — 02 = ¢? (1 _Z_ 1> __9
n n

4. Suppose X ~ N(0,0?). Consider the following estimator for o2

o 1
JzZE;Xlz



(a) We have that no?/o? = En;—éxz Then, since X; ~ N(0,02), we have that defining Y; ~
N(0,1) Vi,

noX2 n
Zz:l T Z}/'ZQ ~ Xi
i=1

0'2 N
Thus no_ > ~ X2
) o2 Xn N

(b) We have that

1 = "
E[6’] = - E [Z(Xz)2 —~ 02] ==Y B [X? - E[X,?] = —no? =0
" i=1 s
(c) We have that
% né?
Var(62) = V. g
ar(6°) ar ( o )
4
o
=3 Var(x;,)
o’ 204
(d) We have that
MSE(6?) = bias(6%)? + Var(6?)
2 4
— (E[6*] - 0%)* + =
n
2 4
= (0? - o)+ =
n
2t
on
5. Let {X1,...,X,} be a random sample from a Poisson distribution with parameter A:
P(Xi=j} ="~ Vj=012..
(a) We have that
E—}x)\m
R
0 otherwise
So the joint pmf is
z [, e 2y 2,€ZyVi=1,...,n
X )\ = l‘i = = Zi:
el };[1 fe:) {O otherwise

which can be recast as
LS TT
F@|A) =1ez, viye A== ] "
i=1""
Taking the statistic T'(z) = Y., x;, we get that by the factorization theorem, taking g(T'(z) |
A) = e " \T@) and h(z) = l(siez, viy [1ieq 77 We have that

CAAST =l
f@ | X) = g(T(@) | Mh(@) = e A= 10w [ —
i=1



To show that 7' is minimal, consider some X ~ {X;,..., X} and Y ~ {Y¥3,...,Y,,}. We have
that

a3 X 1 1
f(X | )\) e " )\szl ]].{XieZ+ Vi} Hg:l )f" _ )\27:1 X=X Y 1{X¢€Z+ vV} HZ:I )iil
FY TN eI\ Yy o vy [T v Liviez, vy iz v

and since this ratio is not dependent on A if and only if Y | X; =Y 1 | Y}, i.e. when T(X) =
T(Y), T is minimal.

(b) Define 6, := LS 1 1{x,=0}- Then we have that

A 5 1 -A ! - =X
b1as(91)=E[91]—9:Elggl{xi_o}—e ]ZEnE[X:O]—e =P{X=0}—-e"=0

(c) This estimator is not a function of the minimal sufficient statistic. To see why, consider the
fact that taking X = {0,3}, 6, = 3 and T(X) = 3, however taking ¥ = {1,2}, 6, = 0 but
TY)=T(X)=3.

(d) Since we have that 6,(X) = E[f;(X) | T(X)], and since 0; is an unbiased estimator and T'(X) is
a sufficient statistic, we have that, by Rao-Blackwell, bias(f2) = 0 and MSE(#3) < MSE(6;).

(e) We have that 6, = E[f; | T]. Reformulating, we have that
1 3 Lix,=0} ” Xi=t
n 4 ;

i=1 =1
13 [
n 4 ;

=1 i=1
>

i=1

Lix,=0}

:IP’{Xl =0

_ P{Xl = Oviylei - t}

a P{Z?:l Xi :t}
P =0}P {3, Xi =t}
B P{Z?:l Xi :t}

Using the properties of the Poisson distribution, we can calculate this directly. We get that

f,(X) = (n— 1)2?0)@-

n

02(X) =E

=K




