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Econ 6190 Second Exam

© Chen Qiu. Do not reproduce or share with any third party

Submit via Canvas by 6 pm, Nov 10

Instructions

This exam consists of three questions, not of equal length or difficulty. Answer all ques-
tions. Remember to always explain your answer. Good luck!

1. [35 pts] Let X be a random variable following a normal distribution with mean µ and variance
σ2 > 0. We draw a random sample {X1, X2, . . . Xn} from X and construct a sample mean
statistic X̄ = 1

n

∑n
i=1Xi.

(a) [5 pts] Fix δ > 0. Find an upper bound of P{
∣∣X̄ − µ∣∣ > δ} by using Markov inequality

with r = 2.

(b) [5 pts] Repeat the exercise (a) but using Markov inequality with r = 4.

(c) [5 pts] Compare the two bounds in (a) and (b) above when δ = σ and when n is at least
2. Which one of them gives you a tighter bound of P{

∣∣X̄ − µ∣∣ > δ}?

(d) [5 pts] Since we know X is normal, find the exact value of P{
∣∣X̄ − µ∣∣ > δ}.

(e) [10 pts] From (d), we see that the tail probability of a normal sample mean is much
thinner than what Markov inequality predicts. In fact, we can show that if Z ∼ N(µ, σ2),
then

P{|Z − µ| > δ} ≤ 2 exp

(
− δ2

2σ2

)
. (1)

Given (1), find a constant c such that

P{
∣∣X̄ − µ∣∣ ≤ c} > 0.95.

That is, we can predict that with a probability of at least 0.95, sample average is within
c−distance of its true mean. What is the prediction of c if you only use Chebyshev’s
inequality?

(f) [5 pts] Given your answer to (e), how much more data do we have to collect if we want
the prediction of c based on Chebyshev’s inequality to be the same as that based on (1)?

2. [40 pts] Delta method.
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(a) [10 pts] Assume
√
n

(
θ̂1 − θ1
θ̂2 − θ2

)
d→ N(0,Σ),

where Σ is the 2× 2 variance-covariance matrix. Use the delta method to find the asymp-
totic distribution of θ̂31 + θ̂1θ̂

2
2. Clearly demonstrate your derivations.

(b) [30 pts] Suppose I use σ̂2 = 1
n

∑n
i=1(Xi − X̄)2, where X̄ is the sample mean, to estimate

σ2 = var(X). By imposing suitable assumptions and by using delta method, find the
asymptotic distribution of σ̂2 (i.e., show

√
n(σ̂2 − σ2) converges in distribution to some

normal distribution). Clearly demonstrate your derivations.

3. [25 pts] Consider a sample of data {X1, . . . Xn}, where

Xi = µ+ σiei, i = 1 . . . n,

where {ei}ni=1 are iid and E[ei] = 0, var(ei) = 1, {σi}ni=1 are n finite and positive constants, and
µ ∈ R is the parameter of interest.

(a) [5 pts] Let

µ̂1 =
1

n

n∑
i=1

Xi

be the sample mean estimator. Under what condition is µ̂1 a consistent estimator of µ?
Under what condition is µ̂1 − µ = Op(

1√
n
)?

(b) [10 pts] Let

µ̂2 =

1
n

∑n
i=1

Xi

σ2
i

1
n

∑n
i=1

1
σ2
i

be an alternative estimator of µ. Under what condition is µ̂2 a consistent estimator of µ?
Under what condition is µ̂2 − µ = Op(

1√
n
)?

(c) [10 pts] Compare the MSE of µ̂1 and µ̂2. Which one is more efficient and why?
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