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1. Consider a random variable Z,, with probability distribution

—n  with probability %
Zn =140  with probability 1 — 2
2n  with probability %

(a) We have that, as n — oo, for some § > 0,

1
ILm P{|Z,—0|>0}= lim —=0

n—oo n

and -

lim P{|Z, -0/ <6} =1lim 1—=+—=1

n— 00 n— o0 n n
$0 Zn 5 0.

(b) We have that, for some n,
1
E[Zn] = - (=n)+ (1——> 0+ = -2n=-1+2=1

Since this is not dependent on n, as n — oo, E[Z,] =1 # 0.
(¢) We have that

1 2 1
Var(Z,) = E[Z2] — (B[Z,]))* = = -n® + (1— —> 0+ —-dn* —1=5n—1
n n n
2. Let X,, and Y,, be sequences of random variables, and let X be a random variable.

(a) We have that, from the Triangle Inequality

lim P{[Y, —c| > 6} < lim P{|Y, = Xo| +| X, — | > 6}
n—o0 n o

and since X,, 5 Y, and X,, = ¢, we have that

li_>m P{|Y, —c| >4} < li_>m P{|X, -Y,| >4} + li_}In P{|X,—¢>6}=0

SoY, & ec.
(b) Since a,, — a, the function a,x approaches the continuous function f(z) = ax as n — oo, so by

Slutsky’s Theorem, a, X, BoaX.

(¢) We have that X,, = 0, so from Slutsky’s Theorem, sin X,, 2 sin0 = 0. From the Continuous

Mapping Theorem, we have that % EN %

3. We have that

=cos0=1.

E[lgca]l =P{z € A} - 1+ P{z ¢ A} - 0=P{z € A}



4. Let {X1,...,X,} be a random sample.
(a) We have that f(z) = e **%1,54. Note that

F(z) = / e "0, 5 pdx = ea/ e Pdr =€’ [-e " g = (1—e""") Ly>0
9

o0

Thus,

n
]P’{mani < :1:} —1— ]P’{mani > ;z:} =1-[[P{Xi > ) =1 " 1,5,
3 3

i=1

So fixing § > 0,
P{‘rniinXi - 9’5 5} - P{miinXi > 0+5}—|—IP’{miinXi <6- 5} - P{miinXi > 0+6} — e

and as n — 00, 1 — e~ — 1, so min; X; > 6.

(b) We have that X; ~ U[0,0]. This means that

1 1 T
P{X; <z} =/ —Lo<a<pdr = / Sdr = 2100
—ee 0T 0o 0 g el
Thus,
n
x T\
P{mzaXXi < x} = Lue0,0) lj[l 0 (5) Laefo,0)

And fixing § > 0,

]P){‘m?xXi —9’> 5} :]P’{mZaXXi > 9—|—5} —&—]P’{mlaxXi < 9—6} = (%)”

So as n — oo, P{|max; X; — 6> 0} — 0, meaning that max; X; = 6.

5. Which of the following statistics converge in probability by the weak law of large numbers and the
continuous mapping theorem? For each, which moments are required to exist?

(a) %2?21 X2. Since f(y) = y? is a continuous function, by the continuous mapping theorem this
converges in probability as long as the first moment exists.

(b) L3 X?. Since f(y) = y* is a continuous function, by the continuous mapping theorem this
converges in probability as long as the first moment exists.

(c) max;<p X;. Since f(Y) = max; Y; is a continuous function, by the continuous mapping theorem
this converges in probability as long as the first and second moments exist.

(d) % S XE— (% Dy Xi)z. If the first and second moments exist and are finite, this converges
in probability, since variance is continuous as long as it is finite.

n 2
(e) 2571};‘ (Assuming that E X > 0). This does not converge in probability, as it is not a continuous

i=1 Vi

function.

(f) {2 3", X; > 0}. This does not converge in probability, as it is not a continuous function.

(8) 230, X:Yi. Aslong as Y, 2 Y for some Y, this converges in probability as long as the first
moment exists.



6. A Weighted sample mean takes the form X* = %2?21 w; X; for some non-negative constants w;
satisfying L 3" | w; = 1. Assume X;; is iid.

(a) We have that

bias(X7) = E[X. sz —p=p— Zw p=p—p=0
zl

(b) We have that, defining 02 = Var(X;) V i, since X; are iid,

Var(X}) = ZVaer Zu} Var(X

(c) We want to show that X % = E[X}]. From the slides, a sufficient condition is that Var(X}) —
0. If 37"  w? — 0, then since our sample is iid, we have that Var(X}) — 0, and thus by
Chebyshev’s Inequality, X 2 1.

(d) We have that 1 ~max; w; — 0 as n — oco. This means that as n — oo,

1
— g (n mawa) = <—maxwi maxw; — 0-maxw; =0
n n i 4 i

so thus, 25 %" w? — 0.



