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1. Consider a random variable Zn with probability distribution

Zn =

󰀻
󰁁󰀿

󰁁󰀽

−n with probability 1
n

0 with probability 1− 2
n

2n with probability 1
n

(a) We have that, as n → ∞, for some δ > 0,

lim
n→∞

P {|Zn − 0| > δ} = lim
n→∞

1

n
= 0

and
lim
n→∞

P {|Zn − 0| ≤ δ} = lim
n→∞

1− 2

n
+

1

n
= 1

so Zn
p→ 0.

(b) We have that, for some n,

E[Zn] =
1

n
· (−n) +

󰀕
1− 2

n

󰀖
· 0 + 1

n
· 2n = −1 + 2 = 1

Since this is not dependent on n, as n → ∞, E[Zn] = 1 ∕= 0.

(c) We have that

Var(Zn) = E[Z2
n]− (E[Zn])

2
=

1

n
· n2 +

󰀕
1− 2

n

󰀖
· 0 + 1

n
· 4n2 − 1 = 5n− 1

2. Let Xn and Yn be sequences of random variables, and let X be a random variable.

(a) We have that, from the Triangle Inequality

lim
n→∞

P {|Yn − c| > δ} ≤ lim
n→∞

P {|Yn −Xn|+ |Xn − c| > δ}

and since Xn
p→ Yn and Xn

p→ c, we have that

lim
n→∞

P {|Yn − c| > δ} ≤ lim
n→∞

P {|Xn − Yn| > δ}+ lim
n→∞

P {|Xn − c| > δ} = 0

So Yn
p→ c.

(b) Since an → a, the function anx approaches the continuous function f(x) = ax as n → ∞, so by
Slutsky’s Theorem, anXn

p→ aX.

(c) We have that Xn
p→ 0, so from Slutsky’s Theorem, sinXn

p→ sin 0 = 0. From the Continuous
Mapping Theorem, we have that sinXn

Xn

p→ sin 0
0 = cos 0 = 1.

3. We have that
E[1x∈A] = P{x ∈ A} · 1 + P{x ∕∈ A} · 0 = P{x ∈ A}
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4. Let {X1, . . . , Xn} be a random sample.

(a) We have that f(x) = e−x+θ1x≥θ. Note that

F (x) =

󰁝 x

∞
e−x+θ1x≥θdx = eθ

󰁝 x

θ

e−xdx = eθ
󰀅
−e−x

󰀏󰀏x
θ
=

󰀃
1− eθ−x

󰀄
1x≥θ

Thus,

P
󰁱
min
i

Xi ≤ x
󰁲
= 1− P

󰁱
min
i

Xi > x
󰁲
= 1−

n󰁜

i=1

P{Xi > x} = 1− en(θ−x)1x≥θ

So fixing δ > 0,

P
󰁱󰀏󰀏󰀏min

i
Xi − θ

󰀏󰀏󰀏≤ δ
󰁲
= P

󰁱
min
i

Xi ≥ θ + δ
󰁲
+P

󰁱
min
i

Xi ≤ θ − δ
󰁲
= P

󰁱
min
i

Xi ≥ θ + δ
󰁲
= 1−e−nδ

and as n → ∞, 1− e−nδ → 1, so mini Xi
p→ θ.

(b) We have that Xi ∼ U [0, θ]. This means that

P {Xi ≤ x} =

󰁝 ∞

−∞

1

θ
10≤x≤θdx =

󰁝 x

0

1

θ
dx =

x

θ
1x∈[0,θ]

Thus,

P
󰁱
max

i
Xi ≤ x

󰁲
= 1x∈[0,θ]

n󰁜

i=1

x

θ
=

󰀓x
θ

󰀔n

1x∈[0,θ]

And fixing δ > 0,

P
󰁱󰀏󰀏󰀏max

i
Xi − θ

󰀏󰀏󰀏> δ
󰁲
= P

󰁱
max

i
Xi > θ + δ

󰁲
+ P

󰁱
max

i
Xi < θ − δ

󰁲
=

󰀕
θ − δ

θ

󰀖n

So as n → ∞, P {|maxi Xi − θ|> δ} → 0, meaning that maxi Xi
p→ θ.

5. Which of the following statistics converge in probability by the weak law of large numbers and the
continuous mapping theorem? For each, which moments are required to exist?

(a) 1
n

󰁓n
i=1 X

2
i . Since f(y) = y2 is a continuous function, by the continuous mapping theorem this

converges in probability as long as the first moment exists.

(b) 1
n

󰁓n
i=1 X

3
i . Since f(y) = y3 is a continuous function, by the continuous mapping theorem this

converges in probability as long as the first moment exists.

(c) maxi≤n Xi. Since f(Y ) = maxi Yi is a continuous function, by the continuous mapping theorem
this converges in probability as long as the first and second moments exist.

(d) 1
n

󰁓n
i=1 X

2
i −

󰀃
1
n

󰁓n
i=1 Xi

󰀄2. If the first and second moments exist and are finite, this converges
in probability, since variance is continuous as long as it is finite.

(e)
󰁓n

i=1 X2
i󰁓n

i=1 Xi
(Assuming that EX > 0). This does not converge in probability, as it is not a continuous

function.

(f) 1
󰀋

1
n

󰁓n
i=1 Xi > 0

󰀌
. This does not converge in probability, as it is not a continuous function.

(g) 1
n

󰁓n
i=1 XiYi. As long as Ȳn

p→ Y for some Y , this converges in probability as long as the first
moment exists.
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6. A weighted sample mean takes the form X̄󰂏
n = 1

n

󰁓n
i=1 wiXi for some non-negative constants wi

satisfying 1
n

󰁓n
i=1 wi = 1. Assume Xi is iid.

(a) We have that

bias(X̄󰂏
n) = E[X̄󰂏

n]− µ =
1

n

n󰁛

i=1

wi E[Xi]− µ = µ
1

n

n󰁛

i=1

wi − µ = µ− µ = 0

(b) We have that, defining σ2 = Var(Xi) ∀ i, since Xi are iid,

Var(X̄󰂏
n) =

1

n2

n󰁛

i=1

Var(wiXi) =
1

n2

n󰁛

i=1

w2
i Var(Xi)

(c) We want to show that X̄󰂏
n

p→ µ = E[X̄󰂏
n]. From the slides, a sufficient condition is that Var(X̄󰂏

n) →
0. If 1

n2

󰁓n
i=1 w

2
i → 0, then since our sample is iid, we have that Var(X̄󰂏

n) → 0, and thus by
Chebyshev’s Inequality, X̄󰂏

n
p→ µ.

(d) We have that 1
n maxi wi → 0 as n → ∞. This means that as n → ∞,

1

n2

n󰁛

i=1

w2
i ≤ 1

n2

󰀓
n ·max

i
w2

i

󰀔
=

󰀕
1

n
max

i
wi

󰀖
max

i
wi → 0 ·max

i
wi = 0

so thus, 1
n2

󰁓n
i=1 w

2
i → 0.
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