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3. Consider a sample of data {Xj,... X}, where
Xi=p+oe,i=1...n,

where {e;};_, are iid and E[e;] = 0, var(e;) = 1, {0};_, are n finite and positive constants, and
Oe R is the parameter of interest.

(a) Let
1 n
== ZX
n -
i=1

be the sample mean estimator. Under what condition is fi; a consistent estimator of p?
Under what condition is ji; — p = Op(\%)?
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In general , <

T i is unbiaged . we know by Chebyshon inequality , if var(u )= o
them ,&, is tonsistent. (equvaleat ags Showing MSE(JS)—’O>
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E[M\] = E[ na } .,\ & E[.Xi] Lonstant , but vary by i
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Constant . not indexed by ¢

= JJ. IS an nnbiased estimator for -
2) Oevrive tondition for VM(,:,'«‘) - 0.
var () = var (& ,.(,M+ 0‘.6.))
= var (M + WEZ 2 mei)
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By chbysiey inequality , i, ﬁw)u it 7‘;?;.0‘;2 = D or equivalently ;‘;Z.O‘(Z oC)
Al ’”~
-m = 0p ([msetiy )
= O ({mE=2)
= Op (>

{ 00, asymptotically bounded , then 4~y = Op(5 )
Alternatively, wTs: A= 0p () & Vi (ai=a) =0p1)

G- m)= Op (v@ - _é['l‘v‘r.é.w‘)

RmSE( L )

= OP(J%E“‘/.?' )

as long as boundea

= 0p»

(b) Let
1 n
n Zai=1 o2
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be an alternative estimator of ;. Under what condition is fi a consistent estimator of 17
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Under what condition is fio — p = Op(ﬁ)?

Simitarly to (a), thek if Lz iS unbiased -
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=D Uy iS conSiSteat if ‘Z/‘B‘ng >0
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5. Let {X;...X,} be a sequence of i.i.d random variables with mean p and and variance 0. Let

X=2XLX
(a) If u # 0, how would you approximate the distribution of (X)? in large samples as n — 00?

(b) If o = 0, how would you approximate the distribution of (X)? in large samples as n — co?

(a) Define h(®) =%x* , we want to derive tiuw asymptotic dist. oF h(xX )
[ uou can divectly apply results of delta method ] .
Theorem L Deita method |
I (k) > 4, é , and h(-) cont. Adiff- in a nbhd 0f | then
(i ( hu) hw) HE,
Where H = 3% h(m)\
In pacticular, f Vn (L -,u) 4, W (0,V), +hen



@ (W) = wiw) 4, N (0. H’\/H)
I¥ A and h ave both $Scalar , then
G (G -nm) D w0, (Zahwuy YV ) -
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In this Problem , ghml,‘:ﬂ = 2u. and by T, Ji (x-w) -‘L\/v{o, 7))
= w (& -u) Do, e

[_ OF You ah work put delta method step by Step_]

By fivst-order Taylor expansion :
Sh(k)

h(%) = h(w) + S |weg (F-u) , For some ¥ in between X and i
W(X) N0,

« By CLT, we know that Jn ( X —ur) 4, N (0,0) #or iid datq
T . - & P
e Sin@ K = U, by WLLN, and X is between X and j =2 K= .
Sin h(x)=2% is continnou§, By cmT, h'(x) 5 h'(,u).
=D ﬁ ((\Z)‘ _/Mz) = {(n (h(i) - h(JA)) ) Rearmnge @
= )R (o) @y
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SGitl normal with mean E[h'(p)- D] =0
variang (WG o* = 407"

=5 G(&P-2) S Wio, upie?) - ®

) Apply ® when =0, va(%*-0) D w(0.0)
=5 @ (x)2 Do & @R =0pw
=) need a different noromali zation teuwtor

CLT for X still hold: vn (i—o) 4, w (0, Ul)



By amT, (2 %)% & (wilow)’
%
o 2
= ?<X)Z g%. .



