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4. [Hansen 6.6] Show that E[s] < 0. where s = v/s? and s? is the sample variance.
sample varianee S° = 7'—, ‘,2:".‘ (%i=Xn)* has twe property that ELS*]1= o’
= unbiased estinaror of T
o= {o* = Jesy)

General Jensen's inequality

e If g(-): R™ — R is convex, then for any random vector X for
which E || X]| < co and E|g(X)| < o0

g(E[X]) < Elg(X)]
If g(-): R™ — R is concave, then the inequality is reversed

e Jensen's inequality holds conditionally as well

By Jeasen's inequality , JCk) = \Jx IS Concave .
g(es*1) > 5[3(32):}
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5. |Hong 3.31] Show that if X is a continuous random variable, then
min,E|X — a| = E|X —m]|,

where m is the median of X. ELﬂ(f)] :J qex) fO) dw

ElIx-al] = JZ Ix-al fx) d%

]
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e Leibniz integral rule

Suppose g(x) = ff((;)) f(x, t)dt, then

d B(x) (9f(x t) X=2>a
&g(x) = /;(X) E)x7 dt £ - %
+ (%5&)) f(x, B(x)) — (%a(@) f(x, a(x))
BY Leibmz integral vule f\—j‘L——\
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- Do 7,
Set C*)ZO- = ji Fr)dx = S:’ £(x) ax

> p(xsa) = P(x>a)
sine P(Xsa) tP(X>a)=| > P(Xxsa)=P(X>a)=.
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6. [Mid-term, Fall 2021] Let X be a random variable with conditional density
i 5 ifo<z<d
f(x|0) = o
0 otherwise

Usually we treat parameter 6 as a constant. Now suppose 6 > 0 is treated as a random variable
with density

fe=? if6 >0

9(0) = . :
0 if6<0

where we use notation 6 as both the random variable and the specific values it can take. Answer
this following questions. (This question does not require any prior knowledge on Bayesian

statistics, but is a test of your understanding of the key notions introduced in class.)

(a) Find f(z), the marginal density of X.
(b) Find g(f|x), the conditional density of 6 given X = x.

(c) Find E[(§ — a)?|X = z] for some given constant a. (You are NOT required to work out
the final integration.)

(@ 2 find Joint distvibution *’ find marginal of W other variable
- -e_ -6
h(x.©) = f(x16)ge)= | ©6€ =€, 0<x<8
O ) Ofw

fe) =1 nxards = j: eae = -¢°,

%X

=o0-(-€%)

-X :e‘x > X220
€ , X>0
S fxo=
0 , olw
) For x>0, -6 -G
h(eX) e—=e , 0eX<©
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“ E[cwz [ x=x] = J(e—a)‘g(ewde

{unckiono{ © Yo % ©
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4. [Hong 5.47] Suppose X and Y are random variables such that EfY|X] =7-(1/4)X and
]E(X|Y} =10 — Y. Determine the correlation between X and Y.

cov (x,Y)

Reeall: corr(x.7) = var(<)var(e)

cov (%, ) = E[ (%= EC¥D) (Y- EEY])J
= glxy1 - eCxlely]

e(x1= Eletxivi] =
eyl = elecwina]
Combing ) (2):

E elx1 = 10-ElY] 5 E E(x] =4
ECY] = F- WEDK] elvl=6.

E(lo-v1 = (0-€l¥] ad
E[J- H@X] = 3 - YgETr] €2)

LIE
= vIx1]| = c
glxv] = E[ECxvix | = e[xetyix1]

= E[x(3-"4x)]
FeCwl - liyeE(R]
= 28- 'ly ELv*]
elvelxivl]

= ely Cco-v]

= joetyd - el

= oo - ECY]

0

elxr] = Eletxriva]



eECx‘] =1z - ¢elxrY]

K ECY?] = 60 - E[xY]
var(x) = EC) - (BIx1) = n2- ¢ ECxY1 - 1b = 4(z4 - ECxY1)

4
var () = E(v?) - (&ly1)* = 60— ELxY1-36 = 24 - ELxT]

cov(x'td EBlxvl-z¢
= = = -
corr CX "f> .l vafCX)WlFCY) \[q'(zq,_ecx\rJJ CZ“‘_ ECX\E'J> /2
2. [Hong 5.4]

(a) Find P(X > +/Y) if X and Y are jointly distributed with pdf fxy(z,y) = z+y for
0<z<10<y<lI.

(b) Find P(X? <Y < X) if X and Y are jointly distributed with pdf fxy(z,y) = 2z for
0<z<1,0<y<1.

4 )
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